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Abstract
Music is widely recognized as highly beneficial to humans, particu-
larly in relation to human emotions. On the one hand, music serves
as a medium for people to express their feelings by composing
or performing. On the other hand, listening to music can evoke
emotions, modulating or enhancing a person’s emotional state. Re-
gardless of the approach, listening to the right music can contribute
significantly to the emotional well-being of humans. Despite that
fact, current states in the art of Music Recommendation Systems
(MRSs) are still under-researched when it comes to emotion-based
music recommendation models. Therefore, this research focuses
on developing a song recommender that takes into account user
emotional states by combining the facial expression recognition
model (CNN) to identify user emotions and Music Emotion Recog-
nition (MER) tags to for more personalized and satisfying songs
recommendation.
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1 Introduction
Although research Music Recommendation Systems has been gain-
ing substantial interest in both academia and industry, emotion-
based MRSs are still underdeveloped in recent years. This comes
from the fact that current MRSs typically focus on user-item inter-
action and sometimes content-based descriptor, neglecting factors
that significantly affect listener musical tastes and needs such as
personality and emotional states, due to psychological complexi-
ties in human emotion. [17]. As a result, current MRSs often yield
unsatisfactory recommendations. To build a stronger and more per-
sonalized music recommendation system, I propose an approach
that takes into account the emotional states of the listener.

2 Literature Review

2.1 Music and Emotion
The emotional state of the MRS user has a strong impact on his
short-term musical preferences [7]. In reverse, music has a strong
influence on our emotional state. Therefore, it is not surprising that
emotion regulation has been identified as one of the main reasons
why people listen to music [10] [14]. As an example, people may
listen to completely different musical genres or styles when they
are sad in comparison with when they are happy. In fact, previous
research on music psychology discovered that people may choose
the type of music that moderates their emotional condition [13].
More recent findings show that music can be mainly chosen to
increase the emotional situation perceived by the listener [11]. In
order to build emotion-aware MRS, it is therefore necessary to
(i) infer the emotional state the listener is in, (ii) infer emotional
concepts from the music itself, and (iii) understand how these two
interrelate. These three tasks are described below.

Eliciting the emotional state of the listener: Similar to per-
sonality traits, the emotional state of a user can be elicited explicitly
or implicitly. In the former case, the user is typically presented with
one of the various categorical models (emotions are described by
distinct emotion words such as happiness, sadness, anger, or fear)
[5] [20] or dimensional models (emotions are described by scores
with respect to two or three dimensions, for example, valence and
arousal) [12].

The implicit acquisition of emotional states can be effected, for
instance, by analyzing user-generated text [1], speech [3], or facial
expressions in video [2]. For this research, the implicit method of
interest is facial expression obtained through a live camera (web-
cam).

Emotion tagging in music: The music piece itself can be re-
garded as an emotion-laden content and in turn can be described by
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Figure 2: Circumplex model of emotion

emotion words. The task of automatically assigning such emotion
words to a music piece is an active research area, often refereed
to as music emotion recognition (MER), e.g., [6] [8] [19]. How to
integrate such emotion terms created by MER tools into a MRS
is, however, not an easy task, for several reasons. First, early MER
approaches usually neglected the distinction between intended emo-
tion, perceived emotion, and induced or felt emotion, cf. Sect. 2.1.
Current MER approaches focus on perceived or induced emotions.
However, musical content still contains various characteristics that
affect the emotional state of the listener, such as lyrics, rhythm,
and harmony, and the way how they affect the emotional state is
highly subjective. This so even though research has detected a few
general rules, for instance, a musical piece that is in major key is
typically perceived brighter and happier than those in minor key,
or a piece in rapid tempo is perceived more exciting or more tense
than slow tempo ones [9].

Connecting listener emotions andmusic emotion tags:Cur-
rent emotion-based MRSs typically consider emotional scores as
contextual factors that characterize the situation the user is experi-
encing. Hence, the recommender systems exploit emotions in order
to pre-filter the preferences of users or post-filter the generated
recommendations. Unfortunately, this neglects the psychological
background, in particular on the subjective and complex interre-
lationships between expressed, perceived, and induced emotions
[15], which is of special importance in the music domain as music is
known to evoke stronger emotions than, for instance, products [16].
It has also been shown that personality influences in which emo-
tional state which kind of emotionally laden music is preferred by
listeners [4]. Therefore, even if automated MER approaches would
be able to accurately predict the perceived or induced emotion of
a given music piece, in the absence of deep psychological listener
profiles, matching emotion annotations of items and listeners may

not yield satisfying recommendations. This is so because how peo-
ple judge music and which kind of music they prefer depends to a
large extent on their current psychological and cognitive states.

2.2 Convolutional Neural Networks (CNNs)
Shaha et al. have, in their research, stated that CNN is well-known
and evidence-based to be one of the best deep learning methods for
feature and information extraction [18]. CNN is a neural network
architecture based on deep learning that has many practical imple-
mentations in interpreting images and visualizing data with the
help of artificial intelligence. CNN is an upgraded form of artificial
neural network that provides more detailed image properties for
better classification. In CNN, every image (which is provided as
input) is treated as a matrix. Then mathematical operations are
performed over the different matrices (input image) to obtain a re-
sultant matrix (output image) from which the required information
is extracted.

Figure 2 shows a Convolutional Neural Network (ConvNet) that
is composed of five layers, namely the Input Layer, Convolutional
Layer, Pooling layer, fully connected layer and output layer.

Figure 3: CNN Architecture

2.2.1. Input Layer
The input layer takes input as an image from the user converts

it into a matrix, and then outputs the converted matrix to the
convolutional layer.

2.2.2. Convolutional Layer
The convolutional layer is the layer present after the input layer

of CNN. This is the first layer where mathematical operations are
performed to extract features of the input images provided. The
convolution operation is performed over the input matrix, which
includes matrix multiplication of the input image and the filter
(which is the MxN matrix often known as the kernel, which is used
to extract properties). The result is stored in a feature map, that
is developed after doing multiplication of input and kernel. Once
the feature map is obtained, there are two important terminologies:
padding and stride.

2.2.3. Padding
In order to preserve spatial dimensions throughout the con-

volution process, padding is the process of adding extra pixels
surrounding the input image or feature map. It is essential to the
architecture and functionality of convolutional neural networks
and aids in preventing information loss at the edges.
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2.2.4. Stride
While reading the image, the computer has to decide how far

the filter needs to move from one position to the next across the
image by stride. The filter moves across the image from the top left
corner to the bottom right corner. Here, stride ensures the number
of pixels (i.e., squares) that need to be skipped by the filter to read
the image.

The size of the stride determines the number of features learned
by the filter. The smaller size of the stride tells that more features
are learned due to large data extraction. While on the other hand,
more size of the stride means less features are learned due to less
data extraction.

Size of feature map= (N-M+1)*(N-M+1) where,
N= number of rows in the input matrix
M= number of columns in the input matrix
NxN= size of the input matrix
MxM= size of kernel/filter
2.2.5. Pooling Layer
The pooling layer is used to compress the size of the matrix to

make mathematical calculations easy, making the cost of computa-
tion less, and another is to increase the stability of ConvNet. The
pooling layer contributes to a reduction in training parameters,
which speeds up computation. Generally, there are three types of
pooling operations i.e., max, min, and average pooling.

Max pooling chooses the maximum feature values in the selected
region of the image to summarize that region. Min pooling selects
the minimal feature values in the selected region of the image to
summarize that region. Average pooling determines the summed
value of features in a region based on its average value.

2.2.6. Fully Connected Layer
This layer multiplies the input and weight matrix and adds a

bias vector to it. This layer performs the function of connecting
neurons of the previous and fully connected layer. The formula for
calculating a fully connected layer is shown in Equation 1.

𝑦 𝑗𝑘 (𝑥) = 𝑓 (
𝑛𝐻∑︁
𝑖=1

𝑤 𝑗𝑘𝑥𝑖 +𝑤 𝑗0)

Here,
W = weight matrix
Wo = bias vector
X= input matrix
Y= output matrix
2.2.7. Output Layer
It is the last layer of the Convolutional Neural Network, whose

work is to predict the final answer by mapping the features learned
from input images. The output from this layer classifies the emotion
of a user, which can be any one of the emotions for which the
machine is trained.

3 Preliminary Design
The preliminary design of the emotional support music recom-
mendation system will consist of two main parts: facial emotion
recognition and song recommendation.

Data architecture diagram will likely look something like this
diagram in Figure 3.

First, create a webpage using streamlit_webrtc package in stream-
lit library, which is a basic web app builder. Then, face detection is
conducted on live webcam video using Dlib library and OpenCV. If
the face were successfully detected, the image will then be fed into
the CNNmodel to detect emotions. If the face could not be detected,
it would reopen the webcam and conduct face detection again. Af-
ter successfully capturing the facial expressions and comparing to
the training dataset, emotion in the live video will be extracted.
Then, an analysis of the recognition of emotional states from facial
expressions was performed to categorize emotions shown in each
face into one of the seven categories (0=Angry, 1=Disgust, 2=Fear,
3=Happy, 4=Sad, 5=Surprise, 6=Neutral) as shown in Figure 4.

The second part deals with extracting music emotion tags from
the single seed track user inputs before turning webcam on using
music emotion recognition (MER) and utilize emotion data from
facial expressions to recommend emotion-aware songs. The current
favorite seed track will either give the system user’s musical tastes
to combining with the extracted facial emotions to recommend next
song by using content-based descriptor filtering, or give the user’s
current emotional states as MER extracts emotion tags from that
single track. Then, comparing to the captured facial emotion, we
can obtain whether user wants to modulate (same type of emotions)
or enhance (greater arousal or more positive as in the circumflex
model of emotions (Figure 1)).

Then, after listening to the song, if their emotion changes the
process will be repeated to accommodate the new emotion recog-
nized, or else it will terminate. With that being said, the user can
continue to use the system until they completely satisfy, or are
done with modulating or enhancing their emotions.

4 Evaluation plan
The dataset is self-generated with the help of an algorithm and split
into two parts, training dataset and testing dataset. Each emotion
is trained with 100 real-time web-captured images of the user. Be-
cause of the dataset characteristics, I intent to use the loss model
and accuracy model presenting in graphs to compare the value of
Epochs and Loss measure. Besides, confusion matrix will also be
used. The confusion matrices are given for each emotion, in which
true positive (TP), true negative (TN), false positive (FP), and false
negative (FN) are calculated for four emotions, i.e., Happy, Sad,
Angry, and Neutral. Diagonal elements of the confusion matrix
represent the true prediction of a particular class, and the rest of
the cells represent wrong predictions for that particular class. The
classification accuracy is important here, but the recommendation
quality is not evaluated by users to keep the project within scope.

Music datasets include 2 metadata. One is the Music Emotion
Dataset which contains 10,000 song titles and their corresponding
emotion tags. The second metadata is the "Acoustic and meta fea-
tures of albums and songs on the Billboard 200", containing 340,000
rows containing acoustic data for tracks from Billboard 200 albums
from 1/5/1963 to 1/19/2019. Each row contains track ID on Spotify,
track name, album name, artist name, values for Spotify EchoNest
acoustic data (acousticness, danceability, energy, instrumentalness,
liveness, loudness, speechiness, key, time signature, and valence),
duration in milliseconds, album ID on Spotify, and release date of
the album. Contains no null values.
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Figure 4: Data Architechture Diagram

Figure 5: Seven Categories of Emotion

5 Usage
First, research in this field is still sparse due to the complexities of
psychological and situational factors when integrating into music
recommendation systems. Therefore, every new research or project
on the subject of matter will be invaluable.

Second, emotional-support music recommender is a novel ap-
proach in hybridization models utilizing CNN and MER. While
other similar approaches often neglect MER, and only use the rec-
ognized emotion (there are only 7 categories of emotion in these
research) combining with an artist name input and parse the out-
come straight to Youtube search engine, eg. a happy Taylor Swift

song, this research steps into the unknown and complex of music
emotion recognition technique and willing to take risks in exchange
for new discovery.

Lastly, as mention above, instead of taking the user input as artist
name, the project take "a current favorite song" of users, which is
something that strikes their emotions recently or just a track in their
"heavy rotation" playlist. This actually reveals a great deal about
user emotional states as well as their musical tastes. By comparing
this emotion to the real-time facial emotion, we are likely to predict
their intention in listening to music or musical needs. For instance,
if their current favorite song is a bright song but the user face is
detected to have sad emotions multiple times, this is a sign that this
user might want to enhance their emotions instead of modulating
them.

6 Key Results

7 Discussion of Challenges
Asmentioned in the previous section, one of the risks is the complex
of music emotion recognition tags. There is distinction between
intended emotion (emotions composers or song writers had in
mindwhen creatingmusic), perceived emotion (emotion recognized
when listening) and induced emotion (emotion felt by listeners).
This problem might reduce the accuracy of the model.

The other major risk associated with this approach is that one
more metric being added to the system which is the intention or
purpose of user when listen to music using the single track seed.
This might add too many conditions into the basic work flow as
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shown in figured 3. more complicated than necessary and risk the
practicality and workability of the original system.

8 Solutions

9 Further Development
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